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## Goal:

Search for variational bounds on entropies with an NCPOP form.
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## Results II - Improved DIQKD rates

Bounding $\inf H\left(A \mid X=0, Q_{E}\right)-H(A \mid X=0, Y=2, B)$


## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[\rho_{A B E}\right]=\rho_{A B}} I(A: B \mid E) .
$$

## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[\rho_{A B E}\right]=\rho_{A B}} I(A: B \mid E) .
$$

- Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, CEH ${ }^{+} 07$, CSW12, Wil16].


## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[\rho_{A B E}\right]=\rho_{A B}} I(A: B \mid E) .
$$

- Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, $\mathrm{CEH}^{+} 07, \mathrm{CSW} 12$, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .


## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[P_{A B E}\right] \equiv \rho_{A B}} I(A: B \mid E)
$$

■ Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, $\mathrm{CEH}^{+} 07, \mathrm{CSW} 12$, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .

## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[P_{A B E}\right] \equiv \rho_{A B}} I(A: B \mid E)
$$

■ Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, CEH ${ }^{+} 07$, CSW12, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .

Suppose $\rho_{A B E D}$ is pure, then

$$
I(A: B \mid E)=H(A \mid D)+H(A \mid E)
$$

## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[P_{A B E}\right]=\rho_{A B}} I(A: B \mid E)
$$

■ Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, CEH ${ }^{+} 07$, CSW12, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .

Suppose $\rho_{A B E D}$ is pure, then

$$
\begin{gathered}
I(A: B \mid E)=H(A \mid D)+H(A \mid E) \\
E_{m}(A: B)=\inf _{\rho_{A B D E}} H_{m}(A \mid D)+H_{m}(A \mid E)
\end{gathered}
$$

## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[P_{A B E}\right]=\rho_{A B}} I(A: B \mid E)
$$

■ Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, CEH ${ }^{+} 07$, CSW12, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .

Suppose $\rho_{A B E D}$ is pure, then

$$
\begin{gathered}
I(A: B \mid E)=H(A \mid D)+H(A \mid E) \\
E_{m}(A: B)=\inf _{\rho_{A B D E}} H_{m}(A \mid D)+H_{m}(A \mid E)
\end{gathered}
$$

## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[\nmid P_{A B E}\right]=\rho_{A B}} I(A: B \mid E)
$$

■ Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, $\mathrm{CEH}^{+} 07, \mathrm{CSW} 12$, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .

Suppose $\rho_{A B E D}$ is pure, then

$$
\begin{gathered}
I(A: B \mid E)=H(A \mid D)+H(A \mid E) \\
E_{m}(A: B)=\inf _{\rho_{A B D E}} H_{m}(A \mid D)+H_{m}(A \mid E)
\end{gathered}
$$

■ Can derive bounds:

$$
E_{m}(A: B) \leq E(A: B) \leq E_{m}(A: B)+\frac{2 d_{A}-2}{m^{2} \ln 2}
$$

## Application: squashed entanglement

The squashed entanglement [CW04] for a bipartite state $\rho_{A B}$ is defined as

$$
E(A: B):=\inf _{\operatorname{Tr}_{E}\left[\nmid P_{A B E}\right]=\rho_{A B}} I(A: B \mid E)
$$

■ Operationally relevant quantity: upper bounds on distillable entanglement / key [Chr06, $\mathrm{CEH}^{+} 07, \mathrm{CSW} 12$, Wil16].
■ Many desirable properties: additivity, monotonicity under LOCC, monogamy. . .

Suppose $\rho_{A B E D}$ is pure, then

$$
\begin{gathered}
I(A: B \mid E)=H(A \mid D)+H(A \mid E) \\
E_{m}(A: B)=\inf _{\rho_{A B D E}} H_{m}(A \mid D)+H_{m}(A \mid E)
\end{gathered}
$$

■ Can derive bounds:

$$
E_{m}(A: B) \leq E(A: B) \leq E_{m}(A: B)+\frac{2 d_{A}-2}{m^{2} \ln 2}
$$

- SDP lower bounds via NPA hierarchy!


## Results - Werner state squashed entanglement

Consider a two-qubit Werner state

$$
\rho=p \frac{\Pi_{\text {sym }}}{\operatorname{Tr}\left[\Pi_{\text {sym }}\right]}+(1-p) \frac{\Pi_{\text {asym }}}{\operatorname{Tr}\left[\Pi_{\text {asym }}\right]}
$$

with $p \in[0,1]$.

## Results - Werner state squashed entanglement

Consider a two-qubit Werner state

$$
\rho=p \frac{\Pi_{\text {sym }}}{\operatorname{Tr}\left[\Pi_{\text {sym }}\right]}+(1-p) \frac{\Pi_{\text {asym }}}{\operatorname{Tr}\left[\Pi_{\text {asym }}\right]}
$$

with $p \in[0,1]$.
Using variational lower bounds and heuristic upper bounds we find

$$
d_{A}=d_{B}=2
$$
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## Summary

- Technical result: convergent variational upper bounds on $D(\rho \| \sigma)$.
- Application 1: Improved lower bounds on DI protocol rates.

■ Application 2: SDP lower bounds on squashed entanglement.

## Outlook

■ More efficient computations?

- Convergence of the numerics?

■ Other applications?
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$$

satisfies the constraints in $C$.
Through the post measurement state

$$
\rho_{A Q_{E}}=\sum_{a}|a\rangle\langle a| \otimes \operatorname{Tr}_{Q_{A} Q_{B}}\left[\left(M_{a \mid x^{*}} \otimes I\right) \rho\right] \quad H\left(A \mid X=x^{*}, Q_{E}\right)
$$

## DI bounds

Want to compute

$$
r(C)=\inf H\left(A \mid X=x^{*}, E\right)
$$

where inf over all strategies compatible with $C$.

## Bonus results - DICKA setting (Holz inequality)

Bounding $\inf H\left(A \mid X=0, Q_{E}\right)$
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## Bonus results - Generalized CHSH $(\alpha=1.1)$

Bounding $\inf H\left(A \mid X=0, Q_{E}\right)$

$$
B_{\alpha}=\alpha\left(\left\langle A_{0} B_{0}\right\rangle+\left\langle A_{0} B_{1}\right\rangle\right)+\left\langle A_{1} B_{0}\right\rangle-\left\langle A_{1} B_{1}\right\rangle
$$
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## Bonus results - Generalized CHSH $(\alpha=0.9)$

Bounding $\inf H\left(A \mid X=0, Q_{E}\right)$

$$
B_{\alpha}=\alpha\left(\left\langle A_{0} B_{0}\right\rangle+\left\langle A_{0} B_{1}\right\rangle\right)+\left\langle A_{1} B_{0}\right\rangle-\left\langle A_{1} B_{1}\right\rangle
$$



